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Abstract—Existing search heuristics used to find input values
that result in significant floating-point (FP) errors or small
ranges that cover them are accompanied by severe constraints,
complicating their implementation and restricting their general
applicability. This paper introduces an error analysis tool called
EIFFEL to infer error-inducing input ranges instead of searching
them. Given an FP expression with its domain D, EIFFEL first
constructs an error data set by sampling values across a smaller
domain R and assembles these data into clusters. If more than
two clusters are formed, EIFFEL derives polynomial curves that
best fit the bound coordinates of the error-inducing ranges in R,
extrapolating them to infer all target ranges of D and reporting
the maximal error. Otherwise, EIFFEL simply returns the largest
error across R. Experimental results show that EIFFEL exhibits
a broader applicability than ATOMU and S3FP by successfully
detecting the errors of all 70 considered benchmarks while the
two baselines only report errors for part of them. By taking as
input the inferred ranges of EIFFEL, Herbie obtains an average
accuracy improvement of 3.35 bits and up to 53.3 bits.

I. INTRODUCTION

FP errors are an infamous problem in software development,

often caused by the inaccurate representation of real numbers

using limited precision and amplified by the arithmetic op-

erations between these numbers. Detecting them is important

since they can lead to catastrophic software failures [1], [2]. FP

error detection methods can be static, dynamic or a hybrid of

both. Static analysis [3]–[5] is used to provide sound but over-

approximated bounds, while dynamic approaches first localize

the input values of significant errors [6], [7] or smaller ranges

that cover these inputs [8], [9], and next dynamically measure

and report the maximal error.
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c3

D r
p

Fig. 1: Guided search.

This paper investigates dynamic FP

error detection, which can be illus-

trated by Fig.1 that searches an input

range r or the input value p within

a space D = {(x, y) : c1 ∧ c2 ∧ c3},

where c1, c2 and c3 are constraints of

the two variables x and y. The points

within r are input values that may

trigger significant errors, the maxi-

mum of which, p, is reported as the final result. D may

be complex and large; r and p could both be many. Hence,

while reducing the number of input values (from those of

D to those of r or even p) to be measured, such methods

require a well-defined heuristic to guide the search, and several

heuristics [6]–[10] have been proposed in the past.

While these search heuristics are backed by solid theoretical

foundations, their implementations are usually constrained by

practical factors, making their general applicability restricted.

For example, Herbie [6] randomly samples a limited set of

input values to localize error-inducing input values, but it

only targets numerically unstable programs due to the large

number of FP numbers in D. S3FP [9] adopts a binary guided

random testing (BGRT) to find such inputs, but this search

heuristic is heavyweight and sometimes loses its effectiveness

when D is large. ATOMU [7] leverages condition numbers to

localize inputs of high errors, which requires a considered FP
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expression to be twice continuously differentiable and makes

the computation of condition numbers more difficult [11], [12].

The implementation of ATOMU is thus only able to deal with

single-variate FP expressions in practice.

Similar implementation dilemmas also exist in other search

heuristics [8], [10], [13]. To address this issue, we present an

error analysis approach called EIFFEL, the core idea of which

is to infer error-inducing ranges instead of searching them in
D. Given an FP expression, EIFFEL builds an error data set by

sampling input values across a domain R smaller than D and

measuring the ulp errors [14], making it possible to perform

data clustering and capture the error distribution features. The

data points with larger errors are then partitioned into clusters

using the DBSCAN algorithm [15], depending on the number,

num , of which EIFFEL detects errors as follows:

• If num ≥ 3, EIFFEL derives two polynomial curves

that best fit the lower and upper bounds of an error-

inducing range. The remaining ranges in D are inferred

by extrapolating the obtained curves, with the maximum

error among all ranges reported as the final result;

• If num ≤ 2, EIFFEL returns the maximal error across R.

In either case, EIFFEL localizes the input values of significant

errors into (one) smaller range(s). In contrast to relying on

solid but complex theoretical foundations like prior work,

our approach is empirically driven, which simplifies and

generalizes our implementation, thereby allowing EIFFEL to

detect errors in a wider set of practical scenarios.

We use 66 functions of FPBench [16] and another four

benchmarks extracted from real-life numerical programs [17],

[18] to conduct experiments, comparing the results with that

reported by S3FP [9] and ATOMU [7]. The outcomes indicate

that EIFFEL exhibits a wider applicability by detecting the

errors of all considered benchmarks, while the two baseline

tools only report errors for a partial set of the 70 benchmarks.

By comparing the quality and quantity of EIFFEL’s inferred

input ranges with Regina [19] and PSAT [13], our experiments

demonstrate the effectiveness of our range inference strategy.

We also feed the inferred input ranges to Herbie [6], which

achieves an average accuracy improvement of 3.35 bits and

up to 53.3 bits by rewriting FP expressions.

In summary, the contributions of this work are as follows.

• We address error detection as a range inference problem

rather than modeling it as a guided search, overcoming

the limitations of several search heuristics.

• We combine the research of data analysis and soft-

ware engineering, demonstrating a practical application of

polynomial extrapolation in the field of FP error analysis.

• We design and implement EIFFEL based on the above

insights and extensively evaluate EIFFEL using 70 bench-

marks, achieving better results than the state of the art.

II. BACKGROUND KNOWLEDGE

A. Floating-point Errors and Their Measurements

The FP representation with limited precision is a choice of

computers to denote infinite real numbers in practice. This

paper follows IEEE 754 [20] to define such a representation,

which is computed using a formula sign×mantissa×2exponent,

where the sign is a binary value always at the most significant

bit. The number represented is positive when the sign is zero or

negative otherwise. For a 64-bit (or 32-bit) FP representation,

the mantissa or the significand offers a precision of 53 (or 24)

bits by occupying the 52 (or 23) least significant bits, with the

additional one implicitly inferred by the exponent residing in

the 11 (or 8) bits between the sign and mantissa. Special values

like ±∞ and NaN, which are interpreted as not a number and

used to denote the result of certain operations like dividing a

number by zero, are also expressible by setting all bits of the

exponent as ones.
However, a specific FP representation can only express a

limited set of numbers, but real numbers are infinite. This

mismatch makes that there always exist many computation

results that cannot be accurately represented, and such a real

number has to be rounded to its closest exactly-represented

value, leading to a difference, i.e., the rounding error, between

its true value. Rounding errors not only exist while represent-

ing a real number but are also accumulated and propagated by

FP arithmetic operations, which can lead to catastrophic results

in practice [1], [2]. Hence, detecting such errors in programs

is of vital importance for software development.
To detect FP errors, an approach should be able to measure

them. Suppose that the ground-truth value that can be obtained

by computers or the oracle is denoted as o(f), and the

computed result is represented as f . The absolute error is

measured as

errorabs = |o(f)− f |. (1)

However, absolute errors cannot reflect their significance over

o(f). One can measure the relative error using

errorrlt =

∣∣∣∣o(f)− f

o(f)

∣∣∣∣ . (2)

Relative errors are broadly used by existing error detection

tools [6], [7], [9]. Similar to relative errors, there exists another

measuring method that makes use of ulp to compute an error,

i.e., the unit value of the last digit of an FP number. Such an

ulp error and can be computed as

errorulp =

∣∣∣∣
o(f)− f

ULP(o(f))

∣∣∣∣ =

∣∣∣∣∣∣∣
o(f)− f

∣
∣
∣d0.d1···dn− o(f)

2exponent

∣
∣
∣

2n−1

∣∣∣∣∣∣∣
, (3)

where ULP computes the ulp of o(f). There are different ulp
error definitions [14]. We follow the one defined in [21], with

the formula expressed by the denominator of final expression

of Eq (3). We assume that o(f) is represented using an n-

bit mantissa d0.d1 · · · dn, with the leading bit d0 implicitly

encoded. By computing the absolute error as a multiple of the

oracle’s ulp, Eq (3) reports much larger numbers (see the y
axes of Fig.2) than absolute and relative errors.

One can render different plots of error distribution for an

FP expression when using different error measure methods. As

an example, Fig.2 depicts the error distribution of an example

function f(x) = 1√
x+1+

√
x

when using the above three errors.
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(a) Absolute errors. (b) Relative errors. (c) ulp errors.

Fig. 2: Error distributions of f(x) = 1√
x+1+

√
x

.

B. DBSCAN Clustering

Clustering is a concept of data mining and analysis. It refers

to the process of assigning a set of data to different clusters

according to their features. Many clustering approaches have

been developed before but we concentrate on the DBSCAN

(Density Based Spatial Clustering of Applications with Noise)

algorithm [15] because it has many features that best fit our

purpose: (1) it has no restrictions on how the processed data is

structured; (2) the data set can include noise data points; (3) the

number of clusters needs not to be specified in advance; (4) the

formed clusters can be of arbitrary shapes. Other algorithms

like the well-known k-means algorithm [22], [23] miss one or

several of the above requirements.

ε

Fig. 3: An example used to

explain the DBSCAN algo-

rithm, with MinPts = 4.

Fig. 4: The cluster-

ing result of Fig.2c.

Fig. 3 illustrates the DBSCAN algorithm. Given a set of

data points, it initializes a cluster using a randomly selected

(red) point that has at least MinPts points (the black, blue

and green ones), falling into its (red solid) circle defined by a

radius ε. The cluster is then magnified by repeatedly inspecting

the n points covered by each circle of its internal point: the

cluster grows by taking in all of the n points if n < MinPts
(e.g., those covered by the blue or green dashed circle) or

stops growing otherwise (e.g., the black dashed circles). This

iterative step is then applied to the added points (i.e., the gray

ones) until the cluster does not grow any more. Those (orange

or purple) points not covered by the cluster are then either

considered by other clusters or not grouped and thus treated

as noises. Hence, one needs to select good values for MinPts
and ε when using the DBSCAN algorithm. Fig. 4 shows the

result of the application of the DBSCAN algorithm on Fig.2c,

with MinPts and ε set to 31 and 1.62, respectively.

C. Curve Fitting and Extrapolation

Curve fitting is also a technique of data mining and analysis.

Given a set of (black) data points in Fig. 5, this technique

constructs a (red solid) curve that has a best fit for them by

building a mathematical function that approximately fits the

data points.

x

y

R D

Fig. 5: curving fitting

and extrapolation. x
axis is the input range;

y represents the values.

We assume a curve can be ex-

pressed as a polynomial function.

Once established, this curve can

estimate the y value of an input

other than those black points used

for curve fitting, e.g., the green star

point in the original domain R; is

can also be extended, as shown by

the red dotted curve, to estimate

the y value of the (cyan rectan-

gle) input that is outside R but in

D, predicating how the red dotted

curve fluctuates across the extended range. This process is

referred to as extrapolation.

D. Design Rationale of EIFFEL

If we consider the x and y axes of Fig.5 as the D and the

error dimension in Fig. 2, one can approximate its boundary

line via curve fitting and easily determine the x values of the

curve peaks, i.e., the significant errors. However, this requires

an error plot to be built by sampling a limited number of

input values across D, which would not appropriately reflect

the curve fluctuation and thus miss some peaks.

To address this issue, we construct an error plot by sampling

a dense set of values from a much smaller R, which reflects

the error fluctuation more exactly than sampling across D.

Fitting the boundary line of an error plot thus has more

opportunities to capture the significant errors than a simple

dynamic sampling approach [6]. Unfortunately, the number of

data points along the boundary line of an error plot may still

be many, which would make the implementation tedious like

BGRT [9]. Hence, we cluster the data points near the boundary

line of an error plot using the DBSCAN algorithm.

The DBSCAN algorithm requires us to automatically de-

termine its MinPts and ε parameters, the latter of which is

related to the Euclidean distances between error points. An

error point a in one of the plots shown in Fig.2 is represented

as its coordinate (xa, errora), and its Euclidean distance to

another point b, denoted as (xb, errorb), can be computed as√
(xa − xb)

2
+ (errora − error b)

2
. errora and errorb could

be numbers very close to zero if we use Eq (1) or Eq (2) to

measure errors, which would make the difference between the

error dimension always be zero and thus does not contribute

to the computation of Euclidean distances. On the contrary,

they are often much larger numbers when using Eq (3) as the

measuring method, which can effectively compute Euclidean

distances between error points. Considering this fact, we use

ulp errors to implement our approach.

Once the curve across R is fitted, it can be extrapolated

to infer the x values of remaining peaks in D. In particular,

we infer a small range covering such x values to mitigate the

inexactness of the curve fitting. The errors of each inferred

range are dynamically measured, with the maximal of which

reported as the final result. As each step can be implemented
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using existing techniques, our work can easily be extended to

deal with multi-variate FP expressions, thus exhibiting a wider

general applicability than ATOMU [7].

III. ERROR ANALYSIS USING EIFFEL

Now we explain the details of EIFFEL. We first suppose that

the input FP expression is single-variate and will generalize

the approach to multi-variate cases in § III-E. We restrict its

error analysis within the basic blocks of control constructs

like loops and conditional statements, which can be unrolled

when necessary and thus are still amenable to EIFFEL. A

numerical program instruction can include any FP arithmetic

operators and transcendental functions. A function is allowed

to be segmented and can take other functions as its inputs.

Given an FP expression, EIFFEL sets D either with the user-

provided domain or assumes D as the entire feasible range of

the FP representation, which is a large domain to search. This

usually takes place when the programmer has little background

knowledge about numerical analysis. With D is appropriately

set, EIFFEL works as follows.

A. Data Set Construction

The error data set is the collection of data points in a plot

like Fig.2c. Traditionally, the input values used to measure the

errors are often selected dynamically across D [6], [8], which

may miss some significant errors when D is large. EIFFEL

collects the ulp error distribution across a smaller R, which

involves two issues: determining R and deciding the number

of input values to compute ulp errors.

FP numbers are non-uniformly distributed across the real

number range line. For example, a smaller range [−1, 1] covers

49.95% or 49.61% of all exactly-represented FP numbers

when using the IEEE 64- or 32-bit FP representation. Hence,

we should let R be as close to zero as possible such that

it can include more exactly-represented numbers, which can

better reflect the error distribution of a given FP expression.

In EIFFEL, we set R to [0, 100] by default when D is the

positive half of a real number range line or its sub-domain;

otherwise, we let R be [−100, 0] when D falls into the

negative half. These ranges include 50.27% and 52.17% of

all exactly-represented, positive/negative numbers when using

IEEE double and single precision. If D is unknown, we first

execute EIFFEL for the positive half and next the negative

half. The features observed from R can thus be used to infer

smaller ranges in D. Without loss of generality, we suppose

D be a domain in the positive half of a real number range line

and R = [0, 100] in the following context.

EIFFEL samples s input values from R and measures their

ulp errors. Many tools can be used to compute the oracle,

among which we choose MPFR [24] due to its acknowledged

power. s has an impact on the accuracy of the error distribu-

tion, which becomes more accurate with the increase of s and

vice versa. We set s to 500,000 by following S3FP [9]. This

can obtain a sufficiently accurate error distribution without sig-

nificant overhead, dynamically sampling with which consumes

only 0.17 seconds.

Considering real numbers are distributed uniformly and s is

instantiated by a large value, we let the s samples uniformly

distribute across R. Indeed, this selection does not perfectly

match the distribution of FP numbers in R. We will provide a

complementary strategy to alleviate this weakness in §III-D.

B. Boundary Extraction and Data Clustering

100
500 1k 5k 10k 50k100k

500k
1s

1m

1h

DNF

values of s or c

lo
g

sc
al

ed
o
v
er

h
ea

d

clustering determine MinPts and ε

Fig. 6: The overhead of data

clustering and determining the

MinPts and ε parameters un-

der different s or c values.

While a larger s can bet-

ter exhibit the error distri-

bution across R, it also can

make the DBSCAN algo-

rithm tedious and EIFFEL

impractical. To illustrate the

impact of s on the over-

head of data clustering, we

specify the MinPts and ε
parameters of the DBSCAN

algorithm using the values

in Fig.4. We record the clus-

tering overhead of the DB-

SCAN algorithm by chang-

ing the value of s, obtaining

the result shown by the blue curve in Fig. 6. The DBSCAN

algorithm did not terminate within one hour when s gets larger

than 100000, which we treat as a DNF execution. One can see

that the clustering overhead grows with the increase of s. To

demonstrate that the clustering overhead is only influenced by

s but not MinPts or ε, we also tune the values of these two

parameters but observe almost the same result.

To address these conflicting demands, we still let s be a

large number as set in § III-A. As the s sampled inputs are

uniformly distributed in R, we gather every g = 500 samples

in one group and only preserve the one that has the largest

ulp error in this group. Instead of using s data points, we use

the s
g largest ulp errors of each above group to process the

error data set, which obtains the result shown in Fig.7a. Note

that how the ulp errors fluctuate across R is determined by

the upper boundary of the plot. One can see that what Fig.7a

does is just removing the errors much lower than the boundary

of Fig. 2c. As a result, grouping the s samples this way not

only reduces the number of data points but also preserves the

exactness of using s samples.

(a) Our version. (b) Simple sampling.

Fig. 7: The error distribution of 1√
x+1+

√
x

using c inputs.

Setting s and g as above makes c ≤ s
g equal to 1000.

Besides, grouping every g values and computing the largest

also do not require much overhead, which can always be
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finished in seconds. c can be less than s
g because we do not

preserve the largest error of one group if it is less than 0.5 ulp,

which can be omitted [25]. Note that first densely sampling

and next filtering out smaller errors via grouping is essential,

and the error distribution cannot be plot directly by simply

sampling c inputs from the beginning, since it would obtain

an inaccurate error distribution result. As an example, Fig.7b

shows the result of plotting the error distribution of 1√
x+1+

√
x

using c = 1000 inputs. One can observe that it misses the error

fluctuation across R. Curve fitting and extrapolation based on

this plot would introduce much inaccuracy.

The DBSCAN algorithm can now be applied to an error

plot like Fig.7a. However, we currently know neither value of

MinPts and ε. Given a data set composed of c points, MinPts
can be specified by an integer i that satisfies 2 ≤ i ≤ c. We do

not consider i = 1 since this value does not need clustering.

Hence, the problem is essentially to determine the values of ε,
denoted as εi, under each possible value of i, which is iterated

from 2 to c. Once an εi is determined, it also corresponds to

an MinPtsi. That is to say, we can obtain c − 1 pairs of εi
and MinPtsi by iterating i.

We denote each data point as pj (1 ≤ j ≤ c), for which we

find a circle centered at pj and with a radius ej such that there

are i points, including pj itself, in this circle. For each pk other

than pj , it is possible to compute its Euclidean distance to pj ,

represented as dk. To minimize ej , we sort these Euclidean

distances in a descending order and return the points whose

distance ranking in the top i− 1, among which the one with

the longest Euclidean distance to pj is used to set ej . As each

pj should be evaluated, we obtain c different ej’s for a given

i. We use their average mean to set an εi, computed as

εi =

∑c
j=1 rj

c
=

∑c
j=1

(
max

k∈top i−1
dk

)
c

=

∑c
j=1

(
max

k∈top i−1

√
(xj − xk)

2
+ (error j − errork)

2

)
c

, (4)

Fig. 8: An example

used to compute εi.

Still consider the data points in Fig.3,

which is reproduced in Fig. 8 for il-

lustrative purpose. We assume i = 4
and still use the red solid circle whose

radius is the εi to be computed. To let

the circles of each pj cover at least four

points, the green and orange points can

find two radii eg and eo that form the green and orange dashed

circles, respectively. We consider one point is covered by a

circle when it is fully included but not on the boundary line.

The green and orange circles are smaller than the red solid one.

However, the blue point needs a larger radius eb to cover at

least four points, which is bigger than the red solid one. Hence,

computing the average mean of these radii is an approach fair

to all points, because the data points are not labeled and should

be treated equally. The average mean is finally used to set as

the radius of the red solid circle.

This εi is now used as the radius of each circle centered

at pj , and the number of data points covered by this circle is

computed, which is denoted as nj . Similar to ej , there should

be c different nj’s for a given i, and we also compute MinPtsi
as the average mean of these nj’s, i.e.,

MinPtsi =

⌊∑c
j=1 nj

c

⌋
, (5)

where the floor operator is mandatory as MinPtsi is an integer.

TABLE I: The lookup table.

i εi MinPtsi numi

2 ε2 MinPts2 num2

· · · · · · · · · · · ·
m εm MinPtsm numm

m + 1εm+1MinPtsm+1numm+1

m + 2εm+2MinPtsm+2numm+2

· · · · · · · · · · · ·
c εc MinPtsc numc

Finally, we select the best

ones from the c− 1 pairs of

values. To achieve this, we

use each of these c−1 pairs

of values to perform data

clustering, and record the

number of obtained clusters,

denoted as numi. By do-

ing so, we can maintain a

lookup table, as shown by Table I. Each parameter will be

instantiated by a specific value. In the earlier iterations, numi

could be large because its two parameters are too small,

which partitions the c data points into more clusters. numi

decreases with the growing of i but gradually becomes stable.

We set a condition that a value m of i exists such that

numm = numm+1 = numm+2 holds. We just let MinPts
= numi and ε = εm, since the result is already stable.

The above procedure obtains appropriate values for MinPts
and ε. Indeed, the efficiency of this procedure is also influ-

enced by the total number of data points, because it evaluates

all of them to compute the Euclidean distances and iterates as

many times as the number of the data points. To demonstrate

this impact, we also collect the overhead of the above proce-

dure under different values of c, with the result shown by the

red line of Fig.6. The overhead is less than one minute (1m)

when c is smaller than 1000, which is affordable in practice.

C. Curve Derivation and Polynomial Extrapolation

With its parameters determined, the DBSCAN algorithm

partitions Fig. 7a into num = 3 clusters, as shown in Fig. 9.

The (star) peaks can now be extracted to perform curve fitting.

Once found, the (thick solid gray) curve can be extrapolated

to infer the each peak whose x values fall in D but outside

R, i.e., the black points. The one with the maximal error
value among all peaks is returned as the final result. Note that

data clustering is essential. The error plots shown throughout

this paper are only used to help readers better understand how

EIFFEL works but are not visible to our tool. Without data

clustering, EIFFEL would not be able to extract these peaks,

thus failing to perform curve fitting.

Detecting the maximal error this way faces two challenges.

First, each peak point is represented as a 2D coordinate,

deriving a mathematical function for the gray curve is thus

difficult. EIFFEL may fail to find such a mathematical function,

or would require high execution overhead and introduce signif-

icant inexactness even if such a function can be found. Second,

it is very likely to happen that the extrapolated points still
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R
D

(x3, error3) (x6, error6)

x1x2 x3 x4x5 x6

Fig. 9: Fitting and extrapolating peak points.

follow the same distribution as that of the stars, which makes

the error values of the extrapolated points equal to those of the

stars. For example, suppose that (x3, error3) has the largest

error among the three stars. The largest of those extrapolated

points should be (x6, error6) and error3 = error6 holds.

Extrapolating the built curve would thus make no sense.

To resolve the first issue, we do not perform curve fitting

on the peak points; instead, we record their xi values, i.e., x1,

x2 and x3, derive their distribution along R and infer the x
values (x4, x5, x6 and more if any) of the extrapolated points.

This simplifies curve fitting by converting the 2D coordinates

into a 1D form, but extrapolation based on which may still be

overfitting, i.e., the second issue. To address this, we assume

the xi values of these peak points form a geometric sequence

or a geometric progression, written as

xi = x1 × qi−1 s.t. i ≥ 1, (6)

where q is the common ratio. Note that Eq (6) is the polyno-

mial function of xi over i, and extrapolating it can be used to

infer those unknown xi’s without performing curve fitting on

coordinates like (xi, erri). While simplifying the algorithmic

design of EIFFEL, this process also forms the reason why

our approach is called polynomial extrapolation. We make

this assumption based on the results observed from extensive

experiments. Fig. 10 shows two FPbench benchmarks whose

high error-inducing x values exhibit such a property. Most

practical benchmarks also exhibit a similar property but we

did not show them here due to the limited space.

(a) NMSEexample36; q≈1.59. (b) NMSEproblem331; q≈2.03.

Fig. 10: The geometric progression property of two examples.

Considering this assumption is made based on experimental

observations, we compute a lower bound xi − r and an upper

bound xi + r, which form a range [xi − r, xi + r] that covers

each xi. EIFFEL instantiates r using 1.0 but it can be assigned

using other values. Such a range is small with respect to the

default R. In particular, the lower bound is instantiated by x1

itself when x1 < 2r. Such a handling is used to avoid the case

where the starting term of a geometric progression gets close

or equal to zero, which either makes the computation of the

geometric progression’s following terms tedious or violates the

definition of a geometric progression. Finally, we derive two

curves that best fit the lower and upper bounds of each range.

As an example, Fig.11 shows the curve fitting and extrap-

olation results of Fig.9. EIFFEL first obtains the xi values of

the peaks shown in Fig. 9 and next derives bounds for each

xi, based on which the value of q in Eq (6) that best fits

each lower or upper bound is approximated, leading to the two

curves shown in the left plot. We suppose that D is [0, 100000]
and let EIFFEL extrapolate the built curves, with addition five

pairs of lower and upper bounds extrapolated.
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Fig. 11: Fitting (left) and extrapolating (right) the bounds of

xi. The y axis of the right plot is log scaled.

D. Error Detection

As all ranges are inferred, dynamically inspecting the largest

error in each of such smaller ranges is possible, among which

the maximum can be returned as the final result. Nonetheless,

curve fitting cannot be executed when num = 1, which implies

there exist only one xi that is not sufficient to derive a curve.

Also, the inferred ranges should be considered as not reliable

when num = 2, since deriving a curve using only two points

has a higher risk of inaccuracy.

(a) f(x) = −x3

6
. (b) f(x) =

√
e2x−1
ex−1

. (c) f(x) = 1
x+1

.

Fig. 12: The error distribution plot of different examples.

When these two cases are encountered, we just return the

dynamically detected, maximal error across R as the result.

This is reasonable because an FP expression that makes the

DBSCAN algorithm form one or two clusters usually observes

its maximal error in R. Consider Fig. 12a as an example.

Due to its insignificant fluctuations, the DBSCAN algorithm

assigns the larger error points into one cluster. We can consider

that such insignificant fluctuations also exist in D, because
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this FP expression is numerically stable. Another example is

Fig.12b, which is numerically unstable. If the significant errors

are considered as noises, EIFFEL obtains only one cluster;

otherwise, they form two clusters. In both cases, the maximal

error of R is very likely to be the result of any domains. Hence,

EIFFEL can determine the error detection methods according

to the values of num .

Another feature we make use of is the monotonicity of

an FP expression: we can detect the errors in a small range

[lbD, upr1 ] or [lbrN , upD] if an FP expression is monotonous,

where lbD and upD are the lower and upper bounds of D, upr1
is the upper bound of the leftmost range, and lprN is the lower

bound of the rightmost range. Monotonicity is determined by

checking whether the maximal errors of each range are ordered

in a(n) ascending/descending order. Combining num and the

monotonicity produces four quadrants shown in Fig.13a, and

an FP expression always falls into one of them.

num ≥ 3

num ≤ 2

u
n
m

o
n
o
to

n
o
u
s

m
o
n
o
to

n
o
u
sFig.2c

10.00%

Fig.12c

60.00%

Fig.13b

1.43%

Fig.12a and 12b

28.57%

(a) The four quadrants.
(b) An imagined example.

Fig. 13: Determining error detection methods according to the

values of num and the monotonicity of an expression.

We show examples in each quadrant for illustrative pur-

pose and mark the percentage statistics by counting the 70

expressions used in our experiments. The colors are used to

denote how the maximal error is determined. Yellow expresses

that a sufficient number of clusters are obtained, and the

extrapolated result across D is returned. Red inspects the errors

in [lbD, upr1 ] or [lbrN , upD]. Cyan indicates that the maximal

error across R is reported.

EIFFEL may report false positives for some examples, e.g.,

Fig. 12c. EIFFEL obtains more than three clusters, and its

extrapolation shows that there also exist other larger errors

as shown in Fig. 12c. One can conclude from its expression

that there should have no such ranges in the positive half real

number range line, though it has significant errors at x = −1.0.

However, one can notice that the errors are all smaller than 2

ulp, which is considered as insignificant according to the GNU

C library manual [25]. EIFFEL reports false negatives when a

monotonous FP expression falls into the green quadrant, which

EIFFEL partitions into one or two clusters. A manually crafted

example (which does not exist in practice) is shown in Fig.13b,

whose errors increase steady but slowly.

E. Generalization for Multi-variate Scenarios

Handling multi-variate expression is similar to the single-

variate case, but two adaptations should be introduced. First,

since curve fitting on multi-dimensional data is difficult, we do

not extract the largest errors of each group during the grouping

optimization but project the multi-dimensional plot onto the

variable space, which produces the variable coordinates of the

errors. For example, Fig.14a is the 3D error distribution plot

of the Hypot(x, y) benchmark extracted from FPBench [16].

EIFFEL obtains the projection result in Fig.14b. The DBSCAN

algorithm is then applied to these points without changes,

producing three clusters.

(a) Error distribution. (b) Projection and clustering.

Fig. 14: Error distribution of Hypot(x, y) and its projection.

Second, as the coordinates of each point in the projection are

still multi-dimensional, we perform curve fitting along one di-

mension each time. This always produces (hyper-)rectangular

ranges but is still more effective than existing approaches.

For instance, we first derive curves along the x dimension of

Fig. 14b, which produces the orange rectangular ranges. The

error points with the maximal x values in each cluster are used

for curve fitting. Next, we derive curves along the y dimension,

obtaining the cyan rectangular ranges. Also, the error points

with the maximal y values in each cluster are used for curve

fitting. Both versions are delivered to the error detection step,

and the one with the larger error is finally reported.

IV. EXPERIMENTAL RESULTS

EIFFEL uses 360 lines of Python v3.8.10 code to determine

num and perform curve fitting/extrapolation, and about 1500

lines of C/C++ code to implement the remaining compo-

nents. Its code is available at https://github.com/zuoyanzhang/

EIFFEL. The experimental environment is Ubuntu 20.04.4

LTS based on the Linux 5.14.0-1051-oem kernel, running on

an Intel Xeon E5-6230 v4 CPU. EIFFEL generates a C program

that invokes a call to MPFR [24] to measure errors and is

compiled by GCC 9.4.0 with options “-lm -lmpfr” enabled.

The benchmarks are summarized in Table II, out of which

66 are extracted from FPBench [16]. We only consider the

expressions in the basic block of a control construct, and the if

conditionals can be unrolled when necessary as handled in the

similar way of Regina [19]. Benchmarks whose expressions

are equivalent to one of Table II are not included for the

sake of simplicity. Besides, those expressions containing the

pow(x, y) function are not considered, because its values easily

exceed the maximal representable numbers of a computer

when using a large D. However, it does not imply that EIFFEL

cannot handle this function, whose maximal error can be easily

detected under a small D. The remaining four (multi-variate)

benchmarks are extracted from real-life numerical programs,
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TABLE II: Summary of the benchmarks. D is set using large and reasonable ranges, and used for each variable dimension in

multi-variate cases, with invalid input values already excluded. We also report the two parameters of the DBSCAN algorithm.

no. name D MinPts ε no. name D MinPts ε no. name D MinPts ε

si
n
g
le

-v
ar

ia
te

1 predatorPrey [−105, 105] 15 0.82

si
n
g
le

-v
ar

ia
te

24 NMSEproblem345 [−105, 105] 998 3.99e05

m
u
lt

i-
v
ar

ia
te

47 complex sine cosine[10−2, 708] 994 113.45

2 sqrt add [0, 105] 26 1.36 25 NMSEsection311 [−105, 708] 62 75.70 48 jetEngine [10−2, 105] 47 12.37

3 verhulst [−105, 105] 24 1.25 26 carbonGas [−105, 105] 10 0.54 49 rump’s example [10−2, 105] 930 81.48

4 test05 nonlin1 r4 [−105, 105] 999 1.22e03 27 sine [−105, 105] 998 4.30e04 50 doppler1 [10−2, 105] 81 13.35

5 test05 nonlin1 test2 [−105, 105] 8 0.61 28 sqroot [−105, 105] 998 5.33e04 51 sum [−105, 105] 31 7.90

6 exp1x [−105, 708] 20 1.07 29 sineOrder3 [−105, 105] 998 5.33e04 52 rigidBody1 [−105, 105] 982 103.00

7 exp1x log [−105, 708] 20 1.07 30 bsplines3 [−105, 105] 937 74.94 53 rigidBody2 [−105, 105] 14 12.40

8 logexp [−105, 708] 299 24.60

m
u
lt

i-
v
ar

ia
te

31 nonlin2 [10−2, 105] 19 15.86 54 turbine1 [−105, 105] 14 11.05

9 intro-example-minxed [−105, 105] 10 0.73 32 hypot [10−2, 105] 12 9.36 55 turbine2 [−105, 105] 11 10.70

10 NMSEexample31 [−105, 4.50e15] 18 2.14 33 x by xy [10−2, 105] 18 8.91 56 turbine3 [−105, 105] 12 11.97

11 NMSEexample34 [−105, 105] 998 2.31e10 34 NMSEproblem335 [10−2, 105] 15 6.68 57 test01 sum3 [0, 105] 31 7.91

12 NMSEexample35 [−105, 105] 57 3.17 35 NMSEproblem332 [10−2, 105] 52 12.21 58 sphere [0, 105] 13 4.35

13 NMSEexample36 [0, 4.54e15] 210 37.77 36 floudas3 [10−2, 105] 109 5.31 59 azimuth [0, 105] 23 8.79

14 NMSEproblem331 [0, 9.27e15] 203 15.54 37 himmibeau [10−2, 105] 27 5.50 60 delta4 [0, 500] 27 9.41

15 NMSEproblem333 [0, 6.87e10] 137 221.70 38 carthesianToPolar theta[10−2, 105] 47 7.54 61 delta [0, 500] 21 8.44

16 NMSEproblem334 [−2.25e15, 0] 92 31.79 39 NMSEexample33 [10−2, 105] 26 8.35 62 kepler0 [0, 200] 24 7.74

17 NMSEproblem336 [0, 1.32e16] 157 17.88 40 i4 [10−2, 105] 19 11.00 63 kepler2 [0, 200] 21 8.44

18 NMSEproblem337 [−105, 708] 492 7.27e03 41 i6 [10−2, 105] 981 104.40 64 Shoelace formula [0, 200] 14 5.47

19 NMSEexample37 [−105, 708] 20 2.36 42 test03 nonlin2 [10−2, 105] 20 6.87 65 matrixDeterminant [0, 200] 18 7.30

20 NMSEexample38 [0, 7.87e15] 117 12.93 43 polarToCarthesian,x [10−2, 105] 102 5.30 66 matrixDeterminant2 [0, 200] 12 6.03

21 NMSEexample39 [−105, 105] 998 6.97e04 44 polarToCarthesian,y [10−2, 105] 10 5.87

re
al

-l
if

e 67 pov-ray [0, 105] 15 6.93

22 NMSEproblem341 [−105, 105] 998 2.41e10 45 NMSEproblem346 [10−2, 105] 20 9.24 68 polyIDX0 [0, 105] 15 6.23

23 NMSEproblem344 [−105, 304] 13 0.70 46 complex square root [10−2, 105] 28 11.30 69 polyIDX1 [0, 105] 19 6.75

70 polyIDX2 [0, 105] 22 6.10

one (bench 67) from POV-Ray [17] that uses ray-tracing to

render a 3D image and the other three (bench 68-70) from a

polynomial support vector classifier [18].

The experiments are designed and conducted to answer the

following research questions (RQs):

• RQ1: How generally applicable and effective is EIFFEL

when compared with existing error detection methods?

• RQ2: How does EIFFEL differ from the state-of-the-art

search heuristics?

• RQ3: How are the quality and quantity of the input ranges

inferred by EIFFEL different from similar approaches?

• RQ4: How scalable is EIFFEL when compared with prior

work?

To address RQ1, we detect the maximal errors of the consid-

ered benchmarks using EIFFEL and compare the results with

those reported by S3FP [9] and ATOMU [7]. The differences

between EIFFEL and their search heuristics, i.e., RQ2, are

comprehensively discussed after the comparison. As for RQ3,

we compare the quality and quantity of EIFFEL’s inferred input

ranges to those of Regina [19] and PSAT [13], both of which

are tools that find input ranges instead of localizing specific

input values. To tackle RQ4, we record the execution time and

compare with some state-of-the-art tools.

A. Comparison of Detected Errors and General Applicability

To demonstrate the general applicability of our method, we

compare EIFFEL with two state-of-the-art tools, S3FP [9] and

ATOMU [7], both detecting and reporting maximal relative

errors. EIFFEL leverages ulp errors for implementation, but

it can report the more widely used relative errors, which are

listed in Table III.

1) General Applicability on Error Detection: S3FP requires

to specify a TIMEOUT parameter for controlling the time

budget that constrains its BGRT, which we set to 2 × 106,

limiting the BGRT to 60 minutes as used in its publication [9].

For ATOMU, we redefine D of bench 10, 13-17, and 20 as

[0, ATOMU’s x] or [ATOMU’s x,0] depending on the sign

of ATOMU’s x, which represents the input value inferred by

ATOMU because the originally defined D does not include this

input value. We increase D to cover ATOMU’s x to validate

that EIFFEL can also find a range that covers this input value.

EIFFEL successfully detects the maximal errors of all con-

sidered benchmarks. In contrast, S3FP returns empty results

for 27 of them while ATOMU is only able to report errors

for the first 30 single-variate examples. Increasing TIMEOUT

allows S3FP to obtain better results but it still cannot report

error data for those examples it returns empty results.

We did not show the error data of S3FP and ATOMU

since users are more interested in knowing whether such

tools can successfully report significant errors instead of the

specific numbers. In the best case, EIFFEL detects a larger

maximal error (2.62E+05) than S3FP (2.25E-14) for bench
15, and or a more significant error (262146.5) than ATOMU

(262143) for bench 15; in the worst case, EIFFEL shows a

smaller error (3.95E-09) than S3FP (3.73E-06) for bench 66,

and performs worse (1.19E-11) than ATOMU (1.39E+00) for

bench 27. Nonetheless, the distance between the input values

found by EIFFEL (-3.07859999999999445208) and ATOMU (-

3.0786423044815128) is very small. EIFFEL observes larger

errors than S3FP and ATOMU for most other cases.

2) Difference between BGRT: The effectiveness of the

BGRT heuristic used by EIFFEL depends heavily on the time

budget of the method. On the contrary, our inference process

consumes much fewer time to report the result, as shown

in Table III, which ranges from 8.02 seconds (bench 29) to

1196.44 seconds (bench 59). As EIFFEL iteratively performs
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TABLE III: Maximal relative errors reported by EIFFEL. We

mark a benchmark as either �if S3FP or ATOMU successfully

returns an error for it, or × otherwise. The last two columns

(time and N ) report the overhead of EIFFEL in seconds to

detect this benchmark and the number of input ranges.

no. S3FP ATOMU EIFFEL time N no. S3FP ATOMU EIFFEL time N

1 � × 3.94E-16 80.00 25 36 × N/A 1.58E-11 175.44 35

2 × × 3.05E-16 56.34 13 37 � N/A 1.90E-15 147.68 38

3 � � 1.02E-01 52.30 17 38 × N/A 2.94E-16 191.41 28

4 � � 4.49E-13 16.81 2 39 × N/A 1.67E-05 176.03 23

5 � � 1.67E-16 61.61 25 40 × N/A 1.84E-16 237.62 42

6 � � 1.10E-01 22.01 2 41 × N/A 1.60E-02 23.40 1

7 × � 1.00E+00 29.18 2 42 � N/A 2.39E-16 188.07 35

8 × � 1.00E+00 27.64 2 43 � N/A 7.06E-11 20.08 1

9 � � 1.66E-16 47.95 24 44 � N/A 1.09E-06 657.05 75

10 × � 9.98E-01 17.77 1 45 × N/A 4.82E-10 472.02 30

11 × � 1.00E+00 24.97 2 46 × N/A 2.27E-16 225.17 39

12 × � 2.46E-09 156.71 26 47 × N/A 8.17E-15 27.00 1

13 × � 2.89E+00 101.82 1 48 � N/A 1.07E-15 17.46 1

14 � � 1.12E+00 68.59 1 49 � N/A 5.07E-11 18.26 1

15 � � 2.62E+05 60.20 1 50 � N/A 5.89E-16 292.87 54

16 × � 3.15E+00 27.93 1 51 × N/A 4.07E-16 149.80 27

17 × � 9.30E+01 59.20 1 52 � N/A 1.91E-13 17.84 2

18 × � 3.59E+16 21.15 2 53 � N/A 4.67E-12 331.74 56

19 × � 1.00E+00 103.90 33 54 � N/A 2.00E-11 274.11 42

20 � � 1.64E+00 53.88 1 55 � N/A 4.38E-16 471.28 75

21 � � 2.30E+00 22.66 2 56 � N/A 6.76E-12 436.90 64

22 � � 1.00E+00 21.46 2 57 × N/A 4.64E-16 153.11 27

23 × � 2.93E-01 24.99 2 58 � N/A 3.26E-10 266.74 31

24 � � 1.00E+00 28.02 2 59 × N/A 2.55E-07 1196.44 69

25 × � 9.93E-02 17.23 2 60 � N/A 5.70E-08 198.41 24

26 � � 1.92E-10 155.57 65 61 � N/A 8.72E-09 213.73 22

27 � � 1.19E-11 8.43 2 62 � N/A 3.97E-08 173.21 21

28 � � 7.94E-12 8.18 2 63 � N/A 2.12E-09 178.04 20

29 � � 6.73E-12 8.02 2 64 � N/A 2.59E-08 179.97 23

30 � × 2.13E-16 15.76 2 65 � N/A 1.10E-08 244.44 22

31 � N/A 3.53E-13 349.00 59 66 � N/A 3.95E-09 277.10 24

32 × N/A 1.84E-16 254.92 44 67 � N/A 4.80E-10 283.52 24

33 � N/A 1.66E-16 281.46 53 68 � N/A 2.76E-08 235.03 39

34 × N/A 7.70E-06 275.66 40 69 � N/A 8.33E-09 290.20 45

35 × N/A 6.26E-05 241.12 30 70 � N/A 1.76E-09 241.05 38

its approach along one dimension in the multi-variate cases,

its overhead is much higher than the single-variate scenarios.

Besides, the number of input ranges found by EIFFEL also

impacts its execution overhead, since we currently detect errors

in each range sequentially. One can see that N in Table III is at

a scale of one to several dozens for those benchmarks whose

execution overhead is of hundreds of seconds or more. On av-

erage, EIFFEL consumes 160.88 seconds for each benchmark,

achieving a 22.38× speedup over that of S3FP.

3) Difference between ACES: ACES refers to the atomic-

condition-based evolutionary search heuristic used by ATOMU.

The advantage of our approach over ACES is straightforward:

EIFFEL is able to handle multi-variate expressions but ATOMU

cannot. We believe this is due to the use of condition numbers,

since their computation has more strict requirements [7], [12]

and is often considered more different than evaluating an FP

expression itself [11]. ATOMU fails to report errors for bench
1, 2, and 30 with no information output.

B. Quality and Quantity of Inferred Input Ranges

The two baselines used in §IV-A represent the state of the art

of error detection tools. However, both S3FP and ATOMU only

localize the source of significant errors to specific input values.

As such, we compare the quality and quantity of the input

ranges inferred by EIFFEL with two FP rewriting engines–

Regina [19] and PSAT [13]. These two approaches either infer

or search input ranges like EIFFEL does before rewriting an

FP expression.

We let Regina take as inputs the 70 benchmarks considered,

for all of which it unfortunately fails to infer input ranges. It

seems that the reason is due to the large size of D we use in

our experiments. However, this tool still does not work when

D is reduced to [0, 200]. It only works when setting a domain

using very small sizes defined in its publication, which does

not make sense for our approach because a densely sampling

across such small domains directly outputs ranges or specific

values of significant errors.

Similar to ATOMU, PSAT only finds the input ranges for the

30 single-variate benchmarks. It did not terminate within one

hour for all of the multi-variate cases. EIFFEL determines that

22 out of the single-variate benchmarks either are monotonous

or observe their maximal errors in R. In the former case,

EIFFEL always produces a single input range, whose size

could be defined as small as possible. In the later case, we do

not infer input ranges because we just dynamically measure

errors across R. For the remaining eight benchmarks, EIFFEL

also infers multiple input ranges, the quality and quantity of

which, together with those of PSAT, are reported in Table IV.

Generally speaking, EIFFEL obtains more input ranges than

PSAT, with average sizes comparable to those of PSAT.

TABLE IV: Comparison of the number N of input ranges

inferred by EIFFEL and PSAT, and their average range size.

no.
N average size

no.
N average size

EIFFEL PSAT EIFFEL PSAT EIFFEL PSAT EIFFEL PSAT
1 15 2 0.956 8.382 9 14 2 0.966 4.651
2 7 2 0.861 0.729 12 15 5 0.604 0.540
3 12 2 10.438 6.332 19 27 4 0.556 0.362
5 14 2 1.177 0.582 26 21 3 0.839 1.314

C. Compatibility with Program Rewriting Engines

The inherit inexactness of curve fitting is one reason why

EIFFEL infers input ranges instead of specific values. Another

reason is because such input ranges can be taken in by modern

program rewriting engines, with each input range treated as a

sub-domain or regime where an original FP expression should

be rewritten such that the overall accuracy across the entire

domain is improved. Regina is such a rewriting engine, but we

do not consider it here since it uses static analysis to compute

an over-approximated error bound rather than dynamically

measuring them as EIFFEL does. PSAT is also a system of this

kind that rewrites an FP expression using its higher precision

version in regimes. By multiplying the average range size and

its range number N in Table IV, one can conclude that EIFFEL

always produces a larger regime length than PSAT. Rewriting

an FP expression using higher precision in a larger regime

thus always obtains better accuracy.

We also feed the inferred input ranges to Herbie v1.6 [6],

which rewrites an FP expression in regimes using its equivalent
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Fig. 15: Comparison of the maximal errors (lower is better). x axis is the benchmark numbers; y axis is log-2 scaled. Herbie,

with or without EIFFEL, exhibits 0-bit errors for bench 11, 14, 17, 19, 23, 51, and 52. The data are thus not shown.

expression with lower errors. Fig. 15 shows the maximal

errors in number of bits of different versions. Herbie samples

8000 values to localize the input values of significant errors,

which often fails to produce effective regimes. By rewriting

FP expressions, Herbie reduces the maximal errors of most

benchmarks but increases them for bench 24, 37, 45, 68, and

69. By taking as the input ranges inferred by EIFFEL, Herbie

always obtains effective regime strategies, further reducing the

maximal errors of these benchmarks. In summary, the Herbie

variant with our inferred input ranges obtains an average

accuracy improvement of 3.35 bits and up to 53.3 bits (bench
24) over the original Herbie version. Moreover, our work helps

Herbie achieve a mean accuracy improvement of 5.77 bits and

up to 30.5 bits (bench 15) over the original expressions.

D. Comparison of Overhead

The overhead of EIFFEL has been reported in Table III,

which includes the execution times of various steps introduced

in §III. To help readers better understand how these steps con-

tribute to the overall overhead, we show the time breakdown

in Fig.16. The error detection through dynamically measuring

in each inferred input range (§ III-D) consumes most of the

execution overhead. A simulated result show that the overhead

could be reduced to an average mean of 8.05 seconds (2.00 at

least and 50.91 at most) if the error detection in each range is

fully parallelized, which we leave as a future task.
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We also compare the over-

head of EIFFEL with S3FP and

ATOMU, as depicted in Fig. 17.

As ATOMU relies on condition

numbers to localize input values

of significant errors and does not

need to compute oracles, its over-

head is constant and produces the

lower (cyan) horizontal line. On

the contrary, S3FP always con-

sumes up its time budget, yield-

ing the higher (orange) horizontal line. The (red) curve be-

tween these two lines is the overhead of EIFFEL.

V. RELATED WORK

Many dynamic approaches for FP error detection are mod-

eled as guided searches of error-inducing ranges [8], [10] or

values [7], [9]. We evaluate EIFFEL by comparing it with

two state-of-the-art tools, with the wider general applicability

over their search heuristics discussed. Those not empirically

evaluated [8], [10] are also challenged by the issues introduced

in §I. By combining static and dynamic analysis, the work of

Krämer et al. [26] also infers input ranges with reasonable

errors to provide a sound error bound, while EIFFEL only

infers input ranges of significant errors.

FP arithmetic is another source of numerical errors [27]. A

thread of dynamic approaches seek FP arithmetic causing high

errors based on the binary instrumentation tool Valgrind [28].

FpDebug [29] is the pioneer work of this category, which

detects errors caused by catastrophic cancellations and locates

operations by performing higher-precision FP computations

side by side. By targeting on the high overhead issue caused by

higher-precision computation in FpDebug, Bao and Zhang [30]

propose an approach to search operations of significant errors

via tagging and tracing potential inaccurate values, and the

overhead of their approach is further reduced by RAIVE [31].

PFPSanitizer [32] and EFTSanitizer [33] also focus on reduc-

ing the overhead of FP error detection.

FpDebug is also enhanced to fix errors of operations sensi-

tive to specific precision [34]. Verror [35] and Herbgrind [27]

are another two methods based on Valgrind. Verror uses little

instrumentation to alleviate the overhead of FpDebug, and

Herbgrind determines whether an FP expression incurs high

errors when given an error-triggering input. The recent error

detector for computation with Posits [36] is an enhancement

of Herbgrind. These methods and EIFFEL can all be used for

debugging, but EIFFEL works on source code while these ap-

proaches extract dynamic information from a binary program.

By leveraging atomic conditions, ATOMU [7] is also able to

localize FP operations that contribute most to the final errors.

It exhibits more lightweight overhead than EIFFEL by avoiding

the need to compute oracles, which, however, can be computed

by tools like MPFR [24] or static approaches [37]. Condi-

tion numbers also used in [12], which require the estimated

function to be differential and are thus considered as more

difficult [11]. Like ATOMU, the approach of Fu et al. [12]
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also seems to restricted to single-variate functions. A similar

oracle-free technique [38] is also used to repair FP programs.

Based on abstract interpretation [39], interval [40] or affine

arithmetic [41], and symbolic execution [42], most static

analysis methods [4], [5], [43]–[46] try to tighten the worst-

case error bounds, which often produce overly pessimistic

results. EIFFEL is orthogonal to them in that (1) it is dynamic,

(2) the maximal error found is not over-approximated, and (3)

it is a combination of research techniques of data analysis and

software engineering. There also exist methods [47], [48] that

use symbolic execution to find concrete inputs that expose FP

exceptions or large errors.

VI. DISCUSSIONS AND FUTURE WORK

In this paper, we presented EIFFEL to infer input ranges

of significant FP errors by combining the research of data

analysis and software engineering. We first use ulp errors to

construct the error data set, based on which the error data

points are clustered into clusters. The number these clusters,

combined with the monotonicity of an FP expression, allows

EIFFEL to detect errors in R or the inferred ranges, both lo-

calizing the error input values of significant errors into smaller

intervals. EIFFEL is finally generalized to handle multi-variate

expressions. The experimental results demonstrate the general

applicability of EIFFEL, the quality and quantity of its inferred

input ranges, and its compatibility to rewriting engines. There

are several interesting points that worth discussing.

a) Compatibility with Other Error Measuring Methods:
Measuring errors is used to automatically compute the two

parameters of the DBSCAN algorithm. The main reason why

Eq (1) and Eq (2) are not used resides in their bad suitability to

appropriately compute Euclidean distance between error data

points. One can scale up the error axes of Fig.2a and Fig.2b

to eliminate this weakness, which is exactly what Eq (3) does.

Suppose that such scaling is possible, e.g., multiplying each

error value by 1016 for Fig. 2a and Fig. 2b. Absolute errors

still face the limitation described below Eq (1). Since EIFFEL

needs to approximate curves to infer unknown ranges, an

error distribution plot with steeper slopes is preferred, which

benefits both data clustering and curve fitting by reducing the

number of data points. Fig. 2c is thus a better choice than

Fig.2b with respect to this selection criterion. As indicated by

Eq (2) and Eq (3), a relative error divides the absolute error by

o(f(x)) but the denominator becomes the ULP(o(f(x))) for

the ulp error. While o(f(x)) always changes, ULP(o(f(x)))
is only related to the exponent part and can stay unchanged

for different f(x) values. This difference converts Fig.2b into

Fig.2c. Using relative errors would come with increased exe-

cution overhead and/or reduced number of clusters produced

by the DBSCAN algorithm.

b) Effectiveness of Data Clustering: Data clustering is

used to extract error features from the error data set. The

DBSCAN clustering is a good fit for our work and plays an

important role. Combining Eq (4) and Eq (5) into Table I

makes it possible to fully automate EIFFEL. Determining the

parameters by querying Table I might fail, but we fortunately

have not yet come across with such scenarios. The possible

solution to this issue is to develop a better technique to

determine MinPts and ε. Other data analysis algorithms

could also be good alternatives, provided they are with the

advantages of the DBSCAN algorithm. In particular, it would

be better that an alternative algorithm can avoid the need of

the grouping optimization (§III-B), which can further simplify

the workflow of EIFFEL, because, this optimization sometimes

consumes a large portion of the execution overhead in Fig.16.

c) Soundness of Curve Function: Approximating a curve

allows us to concentrate on building a simple but effective

mathematical function to model the distribution of error-

inducing input ranges. Indeed, extrapolating such polynomial

curves to infer input ranges is far from a perfect fit for error

analysis, but the experimental results demonstrate its effective-

ness. Importantly, integrating curve fitting, extrapolation and

data clustering uncovers a new direction for this field.

The inexactness of Eq (6) impels us to consider inferring

error-inducing input ranges rather error-triggering input values.

This approach might still introduce false positives and also

false negatives, but the latter case was not experienced. As

for the theoretical underpinning of Eq (6), we believe it has a

relation with the use of ulp errors. Functions built via a more

rigorous mathematical derivation, possibly not polynomial, are

expected; those that can directly locate error-triggering input

values are appreciated.

d) Limitations and Future Plans: EIFFEL in its current

form has two weaknesses. First, the handling of multi-variate

expressions is still simple, making the results of EIFFEL on

such benchmarks still improvable. Optimizing EIFFEL to better

deal with such cases is our next plan. Second, the theoretical

foundation of Eq (6) is still missing. We are now investigating

on this issue. In addition, we also intend to parallelize the

execution of EIFFEL to further reduce its overhead.

While EIFFEL demonstrates that applying data analysis

techniques to FP error detection is practical, our work also

opens some interesting research directions to follow in this

field. For example, training a neural network to fit an FP error

curve in Fig.9 instead of using polynomial extrapolation is also

possible. Extending EIFFEL to combine the research fields of

software engineering and machine learning this way should be

a promising research problem. Similarly, making use of data

analysis techniques to extract and encode the domain-specific

knowledge, e.g., Eq (6), should be a better choice than an

empirical observation. In particular, this would probably help

EIFFEL find more exact FP errors.
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